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Abstract

Controlling the origin of sound sources in a three-dimensional audio �eld is

a complex task, particularly in a live environment. Since multiple sources can

be involved, a good overview, fast access to every source and simple automation

commands are required. A user interface should facilitate straightforward handling

and situational awareness. The following thesis presents the further development

of �A Tangible User Interface for Playing Virtual Acoustics� by Birgit Gasteiger in

2010, with an emphasis on improved usability and advanced Ambisonic-controls

and automation. Furthermore, it strives to de�ne a �eld of application for the

�Tangible User Interface for Auditory Virtual Environments� (TUI-AVE). Several

controls for the spatialization of sound sources, the respective development as well

as designs of the corresponding visual presentation are outlined.
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1 Application Field

Apart from musicians, the most common actors when playing music for a live audience
are the disc jockey and the video jockey.

The DJ (disc jockey) takes care of the selection, rearrangement and presentation of
conserved audio [Bun05][Dud19]. The related �eld of application ranges from radio over
studio-production to live performances at electronic music festivals or solo concerts.

The VJ (video jockey) introduces a visual dimension to acoustic presentation [Wik19].
This audiovisual connection varies between a support of the sound and the main attrac-
tion, which in turn is supported by the sound.

3D-audio can add a new artistic dimension to the performance or presentation of sound:
the spatialization. Using 3D audio approaches, sound �elds can be re-/created and
manipulated [Art15] in order to achieve an auditory virtual environment (AVE). Since
this task can require a lot of attention, it seems reasonable to dedicate it to an additional
person.

In the current project the term space jockey, or short SJ, refers to the individual re-
sponsible for the spatialization of sound. The SJ contributes to the experience of the
performance by including the three-dimensional space surrounding the audience, em-
phasizing an existing visual or acoustic impression, or forming a new way of artistic
expression.
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2 Auditory Room Control

2.1 Auditory Virtual Environment (AVE)

Auditory scenes generating acoustic input signals to the listeners' ears, that are creating
the perception of pre-described auditory events (parametric controlled), are called audi-
tory vitual environments. Not only perception at a single position but also interactivity
(in the sweetspot) by the listener can be provided. [Bla05]

AVEs focus on the acoustic domain, nevertheless its output can be combined with visual
and haptic domains to form an extended vitual environment.

2.1.1 Historical References

The invention of the radio at the turn of the 20th century can be seen as a step towards
the evolution of AVEs, since it enables the listener to participate in events without
physical precence but solely in a auditory way, yet without spatialization.

The �rst device able to control the spatial position of sound in a 3 dimensional room was
introduced by Pierre Schae�er in 1951. The �pupitre d'espace� (space device) enabled
the spatialization of a virtual sound source generated of a mono signal within the space
de�ned by 4 speakers. [Bre15]

Following inventions like the Rotationtable and the Halaphon represent the further de-
velopment of sound spatialization. [Bre15]

Multi-channel loudspeaker reproductions systems in current consumer electronics (TVs,
CD-, DVD-players) can be seen as pre-steps to virtual environments [Bla05]. Thereby,
a trend towards an extensive presence of AVEs is shown.

Current technical possibilities, e.g. increasing computational power and advanced loud-
speaker technologies, facilitate the development of a new generation of AVEs with im-
pressively authentic 3D spatialization.

2.1.2 Implementation

Depending on the application there are mainly three di�erent approaches of implementing
AVEs [Nov05]:

� Authentic reproduction of real existing environments The virtual environ-
ment should evoke in the listener the same percepts that would have been evoked
by the corresponding real environment. The audience should have the same spatial
impression of their own movement inside the environment as well as the movements
of sound sources.
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� Reproduction of plausible auditory events This approach tries to evoke audi-
tory events which the listener perceives as having occurred in a real environment.
Here only those features are implemented which are needed for a speci�c simula-
tion situation, respectively certain aspects of the environment that are intended
to be emphasized.

� Creation of non-authentic and non-plausible auditory events or environ-
ments The virtual scene doesn't evoke percepts in the listener which are related to
a real acoustic environment. For instance, paradoxic information about the virtual
environment can be provided.

2.2 Sound Field Reproduction

To reproduce sound �elds, several technologies have been developed. Currently the most
prominent are wave �eld synthesis, vector based audio panning and Ambisonics.

2.2.1 Wave Field Synthesis (WFS)

Based on simpli�cations of the Kirchho�-Helmholtz integral the WFS aims at the recre-
ation of a sound �eld at the hole surface of its boundaries. As a result of this method a
very high number of loudspeakers is needed for its implementation. Due to this expensive
hardware setup, WFS is mostly implemented for 2D sound �elds, since less loudspeakers
than in 3D are necessary. [Spo04]

The recording- and playback setup of WFS are highly depended on each other. Therefore,
sound �eld recordings cannot be used without the scene data to reproduce an auditory
environment [Spo04]. As a result WFS is mainly employed in the synthesis of AVEs.

2.2.2 Vector Base Amplitude Panning (VBAP)

The amplitude panning is the most frequently used panning technique, e.g. stereophonie.
In a stereophonic speaker setup, a virtual sound source, perceived by the listener, can be
placed on the line between the speakers using amplitude panning on the stereo signals.
[Pul01]

VBAP realizes this technique in a 2D and 3D sound �eld reproduction. In 3D sound
�elds, triangles de�ned by three speakers are used to create a virtual sound sources at
any position in this triangle. An equal change of amplitude on all three signals can
simulate the perception of a change in distance. The panning data for the positioning
has to be generated in advance. There is no native abstract layer for VBAB's sound
�eld representation. [Pul01]

In comparison to the other approaches explained in this section, more power on each
speaker is needed, since less are used in parallel.
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2.2.3 Ambisonics

The Ambisonics technique is based on spherical decomposition of sound �elds. According
to this decomposition, the Ambisonics channels contain directional information of the
sound �eld. [Art15]

These channels can be decoded for various loudspeaker setups, since the decoder ac-
counts for the amount of loudspeakers and their position. As a result, the encoding and
decoding of Ambisonics can be performed independently.

The Ambisonics order de�nes the precision of the sound �eld reproduction and there-
fore the amount of available Ambisonics channels. The higher order Ambisonics format
allways includes all channels of all lower orders. As a deduction, all speakers are used
parallel in the reproduction, since the omni-directional channel of the 0th order is all-
ways included. The reproduction is downwards compatible, e.g. a 5th order Ambisonics
recording can be performed on a 3rd order playback setup accepting a loss in precision.
[Art15]

This allows Ambisonics to provide a widely �exible sound �eld reproduction.
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3 Tangible User Interface

3.1 IR-Tracking

The tracking method used in this project is based on the reception of infrared (IR)
light. When working with optical tracking methods, which use visible spectra [Eva74],
there is an evident interference with the surrounding ambient or working light. The IR-
spectrum therefore provides more stability and �exibility in the surrounding light setup
[Tuf17]. Allthough, it should be considered that there are common light sources like
neon light, which still can interfere with tracking [UsH12]. IR-tracking requires relatively
a�ordable hardware, since the current market for technical equipment provides many
low-cost cameras with acceptable latency and video quality.

3.2 Tracking Setup

Fiducials are specially designed symbols allowing fast recognition of identity (ID), position
and orientation [KB05]. The �ducial shown in �gure 1 is part of the Amoeba set [Gas10]
employed in this project.

The aim of this setup is to provide good conditions for the reception of the IR-light
re�ected by the �ducial on the object which is being tracked. Hence the IR-�ashlights
point to the lower side of the glass. A de�ection layer prevents tracking of objects not
touching the table. Subsequently, the camera receives the re�ected IR-light and forwards
it to the tracking software via USB 2. The tracking software processes the video stream
of the camera. Objects are then compared with either the selected set of �ducial symbols
or the adjusted �nger size and forwarded as status messages via OSC [Gas10]. For a
more detailed explanation of the tracking software see subsection ReacTIVision on page
9.

Figure 1: Amoeba �ducial (ID: 0)
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4 Development Environment

4.1 Tableless Development

As a �rst stage of the development, a setup was established without most of the hardware.
Table, projector, camera and Ambisonics sound system were not used in this setup. The
TuioSimulator 1, based on the TUIO framework, provides a simulated input of the physical
interface. It allows to send a �ducial's ID, position and orientation as well as a �nger
position in the same format as the subsequently utilized TUIO tracker ReacTIVison2.
This setup was used for developing the basic control structure and the graphics for the
visual feedback.

4.2 Experimentalstudio

In order to further develop the sound control of the TUI-AVE table, it was necessary to
work in a 3D audio environment. A location for this purpose was found in the Exper-
imentalstudio3 of the IEM. Figure 2 shows the table in the Experimentalstudio during
the development. Advantages mentioned in section 2 and its numerous implementations
at the IEM led to the choice of Ambisonics for the realisation of the 3D audio.

The concept of the loudspeaker layout was based on the loudspeaker layout of the IEM
Produktionsstudio. The Ambisonics hemisphere was arranged in three rings with a total
of 13 loudspeakers, as shown in �gure 3. Due to the sca�olding in the studio on which
the loudspeakers were mounted, they were not equally distanced to the middle of the
hemisphere. The resulting volume di�erence was compensated by adapting the gain of
each speaker. The relatively small room size of the Experimentalstudio (27m²) results
in near �eld e�ects within the Ambisonics hemisphere. A near �eld equalization was not
performed, due to the early state of prototyping.

Software Con�guration

Controlling the spatialization of several sound sources simultaneously was a major goal
of the project. A software for encoding multiple mono signals in a sound �eld was
needed. The MultiEncoder Plugin of the IEM Plug-in Suite provided this functionality.
Additionally, this plugin facilitates remote control via network and was thus perfectly
suitable to interact with the TuioController.

The Ambisonics decoder was designed using the AllRADecoder of the IEM Plug-in Suite4.
For this calculation the loudspeaker positioning as shown in �gure 3 was used.

1https://github.com/mkalten/TUIO11_Simulator
2https://github.com/mkalten/reacTIVision
3Studio of the IEM (https://iem.kug.ac.at/services/raeume.html)
4https://plugins.iem.at
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Via Jack a routing between these plugins was performed before sending the output
signals to the loudspeakers. For managing the plugins' settings the software Carla5 was
used as a plugin container. This software provides the means to con�gure several plugins,
save the con�guration to a �le and provide Jack6 interoperability.

Figure 2: Overview of the Experimentalstudio

Figure 3: Left: Polar plot with elevation angle of the loudspeaker rings. Right: Spatial
distribution of the loudspeakers in the Experimentalstudio from a bird's eye view.

5https://kxstudio.linuxaudio.org/Applications:Carla
6http://jackaudio.org/
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5 Hardware Setup

The TUI-AVE project's hardware setup started with a basic wooden table from the project
by Gabriele Gasteiger [Gas10]. Along the rebuild and further development, the table was
extended with an updated input detection and elements for graphical feedback.

Since the targeted hardware environment was an embedded device, VirtualBox was used
to run a virtual machine with a Debian Linux distribution.

5.1 Detection

The IR-reception was performed by a Logitech C920 camera, an IR-pass �lter, two IR
�ashlights and a de�ection layer on top of the glass plate. Additionally a wooden chassis
was designed, to keep the camera in the calibrated position. The IR-pass �lter lens was
placed in front of the camera to remove the light created by the projector or in the
surrounding room. The described setup is shown in �gure 4. In order to increase the
quality of the IR tracking, the camera was disassembled, removing the built-in IR-cut
�lter lens and to adapting the hardware preset focus range.

5.2 Graphical Feedback

The graphical feedback was displayed via a Benq projector, a re�ection mirror, a wooden
mount and a frosted glass plate. The mount is used to �x the projector to a calibrated
position, as shown in �gure 4. Furthermore, the mirror allows a smaller distance between
the projector and the glass, since a greater image distance can be created by optical
re�ection. To serve as a projection surface, the glass plate is frosted.

Figure 4: Hardware setup
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6 Software Setup

6.1 Components

The issue of controlling, automating and displaying a position by tracking a �ducial was
split into three separated components which were addressed in the TUI-AVE project:

� Tracking
� Processing
� Graphics

To preserve the independence and the possibility to outsource parts to a single board
computer (SBC), each of the three components were implemented in separate software
applications.

A comparison of several tracking softwares led to the choice of ReacTIVision, given its
support of �ducial and multi-touch �nger tracking. For processing, the patch TuioCon-
troller was created with PureData7. To be able to display a graphical representation of
the acoustic situation, the application TuiGraph was created.

Communication

To keep a high level of interoperability, interchangeability and consistency all commu-
nication between the software components was implemented using the protocol Open
Sound Control (OSC)8. ReacTIVision uses OSC by default to communicate the status
messages of the tracking. For PureData a library9 was added to allow for receiving OSC
data from ReacTIVision and sending data to TuiGraph. An overview of the communi-
cation is shown in the signal �ow graph in �gure 5.

6.2 ReacTIVision

ReacTIVision is an open source, cross-platform computer vision framework for the fast
and robust tracking of �ducial markers, as well as for multi-touch �nger tracking. It was
mainly designed as a toolkit for the rapid development of table-top tangible user inter-
faces (TUI) and multi-touch interactive surfaces, based on the TUIO protocol [KB07].
This framework has been developed by Martin Kaltenbrunner and Ross Bencina as part
of the Reactable project, a tangible modular synthesizer10. With these possibilities,
ReacTIVision met all requirements of a tracking software in this project.

7PureData is an open source visual programming environment developed by Miller Pucket
(https://puredata.info/)

8https://de.wikipedia.org/wiki/Open_Sound_Control
9https://github.com/reduzent/pd-mrpeach
10https://github.com/mkalten/reacTIVision



10

Figure 5: Signal�ow graph

ReacTIVision outputs three kinds of messages for �nger and for �ducial tracking: add,
update / set and delete / remove. This is contrary to the original implementation
of the TUIO protocol, in which set and alive messages were used to prevent possible
tracking loss [KB07].

Fiducial tracking messages:

� add: �ducial ID, initial position and orientation.
� set: �ducial ID, position, orientation, several calculated values such as di�erential
speed etc.

� remove: �ducial ID

Finger (�cursor�) tracking messages:

� add: cursor ID
� update: cursor ID, position
� delete: cursor ID

Fingers are detected as dots of speci�ed size. Since the tracking software is thereby
unable to distinguish between di�erent �ngers, each detection is numbered in ascending
order. The expected approximate size for a �nger needs to be con�gured.

The fact that the �ducial's ID is �xed to a physical object is one of the main advantages
of this tracking method. Therefore, a constant connection between a localized position
of a certain audio channel and the physical object can be de�ned.

During the calibration of ReacTIVision in the presented tracking setup, a trade-o� be-
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tween the stability of �nger and �ducial tracking unexpectedly had to be made. The
calibration of the video signal from the camera only allowed for stable processing with-
out package loss for either �ducials or �ngers. Due to the aspired linkage between the
�ducials and the spatialization the �ducial tracking was prioritized and a compromising
calibration for su�cient �nger tracking was found. The �nger tracking was therefore
used for navigation, whereby errors by tracking loss seemed acceptable.

The employed ReacTIVision Version 1.5.1 was transmitting 31 frames per second on
average.

6.3 TuioController

The developed PureData patch TuioController receives and processes the user input
sent by ReacTIVision. Afterwards the resulting position data is sent to the Ambisonics
system for the spatialization and the data concerning the visual feedback to TuiGraph.
In the patch all the elements responsible for the behavior of the interface are centralized
to facilitate clear and fast adjustments.

PureData was chosen, because it allows for a high degree of �exibility, which is necessary
for the implementation of the controls and the prototyping. The development was
performed in PureData version 0.48-1. All used Pd libraries are part of the project
repository.

The input stream from the tracking software is �rst split up into data of �ducial and �nger
tracking. To simplify the processing of position data, a coordinate system transformation
is performed. The resulting coordinates value from 0 to 1.

The data of the �nger tracking contains an event ID and the position coordinates. The
position is used for the selection of an input sound channel and the associated controls.
To select a speci�c channel, the position data is compared to the calibrated coordinates
of the control �elds. If the position matches a control �eld, the assigned message is sent.
The object stateControl provides the necessary stability and overview of the selection.

The tracked �ducial data is routed according to the �ducial ID and linked to the process-
ing channels, similar to channels in a mixing console. A certain �ducial is responsible for
one processing channel. The relation is hard-coded. These processing channels provide
clear scheduling and structure. Along the channels the data passes through the control
objects write, read, volume and solo. The functionality of these objects is described in
section 7. Subsequently the position data is sent to the graphics application and, after
another coordinate system transformation, to the Ambisonics encoding software.

6.3.1 Coordinate Transformation

The �ducial input data is given by the user putting the �ducial on the two dimensional
representation of the hemisphere displayed by TuiGraph (see �gure 6). The basic idea
of this representation is a view from the aerial perspective on the hemisphere. In that
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sense, the elevation angle in the spheric coordinate system is mapped onto the radius in
the polar coordinate system. The azimuth is consistent in both systems. The areas with
smaller elevation angle are of signi�cant importance in the spatial perception of sound
[Bla08]. But these areas would be displayed at the outer areas of the representation with
a lower solution than the areas with bigger elevation angle. Therefore, the representation
has to be distorted towards its middle point. The distortion function has to preserve the
coordinates of the radius at 0 and 1 and compress all other values towards 0. A Matlab11

script was written to simulate and animate this mapping. After testing trigonometric
functions, a root function was used which provides the possibility of smooth adjustment
by changing its argument.

Figure 6: spheric-polar mapping

6.3.2 Notable Objects

The previously mentioned robustness against tracking loss of the original implementation
of the TUIO protocol, was modeled in the �ducial data processing of the TuioController
in the object suppressLoss. In this object a remove message and the following add
message are blocked for a timeframe of 100 ms, if the add message is received in that
same time frame.

Also, a set of debug and test objects were developed to simplify maintenance and further
development.

11Matlab is a software for matrix-based numeric calculation
(https://de.mathworks.com/products/matlab.html)



13

6.4 TuiGraph

TuiGraph was written in Java, because this programming language is a high-level lan-
guage and can be run on most of the common operating systems. The current graphical
implementation library in Java is the JavaFX 12 library. It allowed for creating graphical
elements using current software technologies. The Spring Framework13 was selected for
receiving data from the TuioController and to facilitate dependency injection14.

6.4.1 Graphics

JavaFX allows to use a graphical designer to create the styling via CSS. The basic layout
and visible elements can be de�ned using XML.15 Those elements can be manipulated
while the program is running and also additional elements can be added.

This capability was used, to create a basic layout of three columns, one large column
containing the circle and two smaller columns, one containing the signal sources and one
the e�ects.

The de�ned layout can then be styled using CSS16, so layout and look are decoupled.
As a result of the decoupling, the look of the UI can be changed without a�ecting the
basic functionality. CSS is a well known and simple format, which allows to easily change
the colors, shades and color transitions. This would allow for further development and
experimenting with di�erent themes.

6.4.2 Functionality and Usage

To be able to dynamically and easily change the behavior of the whole TUI-AVE, all
logical decisions and computation remain in the TuioController. TuiGraph is only used
as a simpli�ed displaying tool. So the functionality of TuiGraph was reduced to:

� Display the position of a sound source
� Highlight a speci�c channel
� Record and display a trace of a speci�c sound source

Position

The main functionality of the graphical component TuiGraph was to display the position
of a certain sound source. A hemisphere is therefore displayed as the main element,

12�JavaFX is a Java library used to build Rich Internet Applications. The applications written using
this library can run consistently across multiple platforms.� (https://www.tutorialspoint.com/javafx/)

13https://spring.io/
14https://en.wikipedia.org/wiki/Dependency_injection
15https://en.wikipedia.org/wiki/XML
16https://de.wikipedia.org/wiki/Cascading_Style_Sheets
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and for each sound source a small circle is placed on the corresponding position of each
source.

Figure 7: TuiGraph

Regarding communication, the coordinate system was kept identical to the cartesian
coordinate system in TuioController, thus TuiGraph converts the coordinates to the
display coordinates. To display a sound source on a speci�c position the following OSC
message needs to be sent to TuiGraph:

\pos[id] ,ff [x] [y]

Between the address path \pos[id] and the x position is the type tag of the OSC
syntax. The position address only accepts two �oating point arguments.

As an example to display the sound source with the ID 0 on the coordinates (-0.1, 0.5)
the message would look like this:

\pos0 ,ff -0.1 0.5

/newpage

Highlighting

A possibility to highlight a channel was added, to supply a reference, which channel is
currently controlled or selected for adding an e�ect. Each channel can be highlighted in
3 di�erent stages:

� 0: no highlighting
� 1: subtle highlighting
� 2: well visible highlighting
� 3: full highlighting

To highlight a channel, an OSC message to the address \highlight[id] needs to be
sent, containing the desired level as an integer argument:

\highlight[id] ,i [level]

E.g. highlighting the channel 0 would be achieved with the message
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\highlight0 ,i 2

Recording

TUI-AVE is able to record a trace of a signal position and replay this position, see
Trajectory Recording in the section Controls. This record is also displayed as a line on the
table. To keep the communication between TuiGraph and TuioController lightweight, the
recorded data was not sent from TuioController to TuiGraph but instead also recorded
also at TuiGraph. The duplication of this data could therefore lead to inconsistency,
which was an accepted risk and might have to be reconsidered if problems in a future
usage of the table occur.

To start recording a path for a channel with a speci�c ID, the recording address was
created:

\record[id] ,i [0/1]
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7 Controls

In general, the implemented controls aim for a �exible and versatile sound �eld control
by the space jockey, while simultaneously preventing complicated usage. The controls
are based on the possibilities of the previously described interface setup and the software
performing the Ambisonics decoding.

According to the head-related coordinate system, the directional information is expressed
by the angles azimuth and elevation. A third dimension is the radius as a representation
of the loudness, as used in the AllraDecoder 17 to compensate unequally distanced loud-
speakers. Therefore, possible controls in the present setup will relate to the positioning
regarding the spatialization and the volume of the applied audio signals.

As shown in section 3 and section 6, the control quantities are the �ducial's ID,
position and orientation next to the �nger position, which is used only for selecting.

To simplify the assignment of the audio signals, the �ducial IDs were �xed to the input
mono channels. This also seemed to provide a more intuitive handling of the controller.

The �ducial's position relative to the circle representing the hemisphere (see chapter
6.4) is mapped onto the position of the mono channel in the hemisphere of the sound
�eld. Therefore the �ducial's orientation is a free control quantity.

The assignment of a control to an input channel during operation follows the scheme:

� Select active input channel, by touching the labeled �eld in the channel list (on
the right side in �gure 8, left list)

� Select control, by touching the labeled �eld in the control list (on the right side in
picture 8, right list)

7.1 Solo

The control Solo mutes all other input channels, leaving the selected one as the only one
playing. In the implementation of this control, there is no control quantity necessary,
since its states are only on and o�. For this reason, the state of the solo object in
the TuioController toggles after selection, triggering the built-in solo function of the
MultiEncoder. The default state is o�.

7.2 Volume

To enable the adjustment of the related input channel's volume, this control can be
used. In the volume object the change of the �ducial's orientation is linked to the
volume control of the related audio channel in the MultiEncoder, if active.

17https://plugins.iem.at
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The 360° of the �ducials' orientation are mapped onto the volume range of -60dB to
+10dB of the MultiEncoder. The default is 0dB.

The degree and therefore the values for the volume are increasing with clockwise rotation.
To prevent the output volume from jumping from -60dB to +10dB (when rotating the
�ducial more than 360°) the object di�_suppress blocks output values with a di�erence
of more than 20 to the last one that was not blocked. Thereby it enables the possibility
to recapture the control by rotate the �ducial to its last processed orientation.

7.3 Trajectory Recording

The trajectory recording control supports the automation of the channel's spatialization
and volume control. When selecting this control, the control list changes to the trajectory
list. If a trajectory storage is selected, the values of the current position and orientation
are sampled and stored in tables in the write object of the TuioController. These tables
can be read out afterwards with the same sample frequency either in single or loop mode.
The loop mode can be selected before or during the active reading. If the loop mode is
switched o� during reading, the last loop is performed till its end. This control enables
the dynamic spatialization of several input audio channels simultaneously.

Figure 8: Usage of the interface
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8 Possible Improvements

For the development of this prototype a lot of problem solving was involved. Some ideas
and insights could although not yet be realized. For instance a noticeable latency between
user input and graphical feedback was discovered. An investigation did not reveal the
exact cause, but reducing the latency would improve the user experience. These ideas
can be categorized into improvements of the hardware and additional controls.

8.1 Hardware

At this state of prototyping some improvements on the hardware setup did not seem
reasonable yet, since a proof of concept was paramount. The following suggestions are
mentioned to support any contiuation.

8.1.1 Lighting

An advanced IR-light concept could be a starting point to provide more stability and
equally distributed precision of the tracking. As described, there are currently two IR
lamps illuminating the �ducials from the bottom of the table. This arrangement resulted
in two major problems:

� Due to the angle of radiation of these lamps, some areas of the glass were either
too bright or too dark to allow a reliable detection.

� The re�ection of the lamps from the glass were very bright and created two spots,
where no detection was possible.

Experimenting with the placement of the lamps, two possible (and combinable) solutions
seemed possible. All solutions would require additional lamps.

� A shallower lighting angle resulted in less bright re�ections, but also in a smaller
illuminated area per lamp.

� Dispersing the emitted light with a milky sheet positioned directly at the lamp
would result in a more even lighting and less re�ections.

Additionally, the latency of the tracking process by the tracking software is depending
on a stable and equally distributed IR illumination.

8.1.2 Table

For the continuation of this project, it could be desirable to design the table in a more
�exible and transportable way. Length and width of the table, determined by the size of
the glass surface, provide comfortable handling, as experienced during the development.
The height of the interface could be shortened and a more precise folding mechanism
could be implemented to provide an easy switch between transport and performance.
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For a shortened height a camera with an appropriate wide angle lens would be necessary,
as well as a short distance projector.

8.1.3 Camera

The reception angle of the Logitech C920 camera is too small to cover the whole area of
the glass. Additionally, �ducials placed in the corners of the detected �eld of the camera
were out of focus. A well selected wide angle lens for the camera could also solve this
issue.

8.1.4 Projection

It would also be desirable to use a projector able to project a recti�ed image on the glass
from the side of the interface. The glass and the de�ection layer could be uni�ed to one
component, by choosing a frosted glass with the required properties of both components.
Thereby, a less complex hardware setup could be realized.

8.2 Additional Controls

8.2.1 Circling Sound Sources

One idea, which was not fully implemented, was to perform a automated circular move-
ment (or other preset movements) of a sound source around a given center point. Per
default the center point could be the center of the hemisphere or a second �ducial. For
initiating such a movement, the distance and speed could be measured and continued
at the removal of the �ducial.

8.2.2 Couple

To be able to control the position of a stereo signal, a single �ducial could be used to
de�ne the spatialization of the left and the right channel. The position of the �ducial
would de�ne the center of the stereo couple and its orientation the rotation of the
channels around it. The orientation of the �ducial could alternatively be used to modify
the distance between both channel. This method could also be extended for a higher
number of channels.

8.2.3 Spatial EQ

All spectral parts of a sound signal do not necessarily need to be on the same position
in the AVE. With a series of bandpass �lters a sound signal could be split up into
multiple signals. Using the rotation of the �ducial, the position of these signals could
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be increasingly spread out, e. g. in a linear way along the azimuth angle, or in a circle
around the position of the �ducial. This implementation could support the synthesis of
non-authentic and non-plausible auditory events or environments mentioned in section 2.

8.2.4 Ambisonics Blur

The Ambisonics order speci�es the precision of the spatialization and thus how precise a
source can be located, as mentioned in subsection 2.2. A lower Ambisonics order in the
encoding of a sound channel increases the blur of its localization. The orientation of a
�ducial could be used to alter the order. With this control the SJ has the possibility to
change the expression from blurry to clearly de�ned.

8.2.5 Spatial Pre-Listening

A binaural decoder could enable the SJ to listen to a spatial arrangement of selected
sound channels on headphones. Thereby, the possibility of experimenting before play-
ing to the audience by a spatial pre-listening could be implemented. Requirements on
�exibility and spontaneity during the performance could be met.
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9 Conclusion

The general intention of the TUI-AVE project was to develop a user-friendly tool for the
space jockey. Controlling the spatialization of sound in a live environment by this actor
should be simpli�ed by an interface.

The TUI-AVE controller prototype is a functioning 3D audio controller. Basic features
for controlling the audio spatialization and its automation were implemented. Also, a
clearly laid out graphical feedback was provided. The decisions concerning the software
components and the hardware setup are a major part of this work.

Besides the considerations on hardware improvements mentioned in section 8 some con-
cepts could be reconsidered.

The method of optical �ducial tracking as user input detection o�ers the major advantage
of providing the �ducial ID as a �xed linkage to the control channels and the �ducials
rotation as a �exible control quantity. On the downside, the latency experienced on the
described setup did not convey the feeling of being fully in control of the auditory virtual
environment. For the usage after any change on the hardware setup, a rather complex
calibration remains necessary. Di�erent approaches are shown by the Reactable product
Rotor 18 and by Madrona Labs' product Soundplane19. These could be alternative bases
for the TUI-AVE controller.

To adapt any advancement on the controls or the graphical feedback, a profound evalu-
ation would be necessary, preferably by individuals familiar with the subjects of spatial-
ization or live performance.

All things considered, the controller cannot yet be described as a �nished tool, but as a
prototype with a lot of potential.

18http://reactable.com/rotor/
19https://madronalabs.com/soundplane
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